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Abstract

Airline traffic forecasting is important to airlines and regulatory authorities. This paper examines a number of approaches to
forecasting short- to medium-term air traffic flows. It contributes as a rare replication, testing a variety of alternative modelling
approaches. The econometric models employed include autoregressive distributed lag (ADL) models, time-varying parameter
(TVP) models and an automatic method for econometric model specification. A vector autoregressive (VAR) model and various
univariate alternatives are also included to deliver unconditional forecast comparisons. Various approaches for taking into
account interactions between contemporaneous air traffic flows are examined, including pooled ADL models and the enhanced
models with the addition of a “world trade” variable. Based on the analysis of a number of forecasting error measures, it
is concluded that pooled ADL models that include the “world trade” variable outperform the alternatives, and in particular
univariate methods; and, second, that automatic modelling procedures are enhanced through judgmental intervention. In contrast
to earlier results, the TVP models do not improve accuracy. Depending on the preferred error measure, the difference in accuracy
may be substantial.
c⃝ 2009 International Institute of Forecasters. Published by Elsevier B.V. All rights reserved.
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1. Introduction and hypotheses

The Air Transport industry is an increasingly im-
portant component of national and global economies.
Its development involves enormous capital invest-
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ments on the part of all of the agents concerned. Be-
cause of the perishable nature of the product (once the
aircraft takes off, the empty seats are considered as an
opportunity cost to the airline), forecasting air traffic
flows in both the short and medium terms is an im-
portant factor in increasing the profitability of airlines,
and a critical part of transport planning by air transport
authorities and government bodies.

ters. Published by Elsevier B.V. All rights reserved.

http://dx.doi.org/10.1016/j.ijforecast.2009.06.002
http://www.elsevier.com/locate/ijforecast
mailto:r.fildes@lancaster.ac.uk
mailto:yw542@york.ac.uk
http://dx.doi.org/10.1016/j.ijforecast.2009.06.002


R. Fildes et al. / International Journal of Forecasting 27 (2011) 902–922 903
A number of papers have attempted to develop
models suitable for forecasting air traffic flows, in-
cluding Abed, Ba-Fail, and Jasimuddin (2001), An-
derson and Kraus (1980), Fridström and Thune-
Larsen (1989), Grubb and Mason (2001), Ippolito
(1981), Jorge-Calderon (1997), Kaemmerle (1991),
Matsumoto (2004) and Young (1972). More recently,
Blunk, Clark, and McGibany (2006) and Lai and Lu
(2005) have examined the effects of the September 11,
2001, terrorist incident using demand models. Because
of the importance of infrastructure planning, various
agencies with planning and regulatory responsibilities
for air traffic infrastructure, as well as private compa-
nies such as aircraft manufacturers and airlines, have
also developed their own models. These models are
largely based on the approach proposed by Quandt
and Baumol (1966), who showed that socio-economic
variables are important in modelling point-to-point air
traffic flows between countries.

However, these earlier studies have provided only
limited evidence on forecasting accuracy and the com-
parative performance of alternative model specifica-
tions. In particular, many of these forecasting studies
have contented themselves with univariate methods,
and many earlier evaluations have been limited to only
forecast horizons which are too short to be valuable
for planning purposes. This problem is exacerbated by
looking at the comparative performance, which may
be dependent on the forecast horizon.

In addition, recent years have seen the development
of a number of alternative econometric modelling ap-
proaches that offer the prospect of enhanced forecast-
ing accuracy, but have rarely been compared (Allen
& Fildes, 2001). These approaches include Hendry’s
general-to-specific approach to model building with a
full lag structure (Hendry, 1986), a model that includes
a full lag structure and pools cross-sectional evidence,
a time-varying parameter (TVP) model (Garcia-Ferrer,
Highfield, Palm, & Zellner, 1987), and a PcGive auto-
matic selection model based on Hendry’s methodol-
ogy (Hendry & Krolzig, 2001). Replicating and ex-
tending the limited studies published so far is impor-
tant for generalising about the conditions under which
the results hold (Hubbard & Vetter, 1996). In light of
the importance of air traffic forecasting, the paucity of
evidence on the relative benefits of these alternative
approaches, and the lack of insight into what leads
to differences in relative performance, this paper com-
pares the accuracy of the above four approaches us-
ing price, income and trade as potential explanatory
variables. An enhanced version of these models incor-
porating a “world trade” variable to capture the over-
all growth in demand across all countries is also in-
cluded. These are contrasted with ‘naı̈ve’ univariate
alternatives, as well as with a vector autoregressive
(VAR) model. Our aim is to offer further evidence on
the conditions under which econometric methods out-
perform time series alternatives. Recent aggregate evi-
dence from Athanasopoulos, Hyndman, Song, and Wu
(2008) has shown no overall improvement from using
econometric methods with tourism data series, appar-
ently similar to those considered here.

The choice of econometric models to include in
the comparisons has been based on their strong
performances in earlier empirical studies (for exam-
ple, Garcia-Ferrer et al., 1987). In general, for non-
financial series, earlier research has shown that such
econometric models outperform the autoregressive
and naı̈ve benchmarks (Allen & Fildes, 2001), but the
evidence is not overwhelming, and our principal aim
is to provide further reliable evidence.

We also wish to investigate a number of subsidiary
hypotheses.

(i) Model specification is usually overly subjective
(Pagan, 1999), but does the subjectivity of the ex-
pert modeller compared to the automatic modelling
approach embodied in PcGive lead to improvements
in accuracy? Whilst there is substantial evidence that
econometric model-based forecasts using the same in-
formation set outperform judgement (Dawes, Faust, &
Meehl, 1989), to the best of our knowledge, there is
no study that directly addresses this question of objec-
tive versus subjective specifications, with the closest
studies being those concerned with the specification
of ARIMA models. However, a priori, the same limi-
tations of judgemental forecasts would apply to judge-
mental model building, and the automatic approach
should lead to improvements.

(ii) The consideration of interactions between con-
temporaneous air traffic flows, through both the in-
clusion of a “world trade” variable and estimation
using a Seemingly Unrelated Regression (SUR) ap-
proach, offers the prospect of improved accuracy, but,
as Du Preez and Witt (2003) show, this is far from in-
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evitable. Following on from Zellner, Hong, and Min’s
(1991) conclusion as to the benefits of including a
generic variable that acts as a proxy for the many un-
observed explanatory variables, we hypothesize that
both of these approaches should lead to accuracy im-
provements.

(iii) Although a relatively neglected approach to
econometric model specification, the inclusion of
time-varying parameters has typically led to improved
forecasting accuracy (Allen & Fildes, 2001; Garcia-
Ferrer et al., 1987). A recent example in tourism
forecasting (Li, Song, & Witt, 2006; Li, Wong,
Song, & Witt, 2006) again demonstrated improved
performance, including at longer forecast horizons. In
the airline industry, because of its changing structure
over the 40 year history we study, a priori we would
expect the same conclusions to hold, and this will also
be examined.

(iv) Previous research has emphasized the potential
importance of the choice of error measure (Fildes &
Ord, 2002). We will also provide further evidence on
this issue.

The plan of the paper is as follows. Section 2 de-
scribes the variables and data. Section 3 presents the
models, methodology and error measures. The results
based on ex-post forecasting up to three years ahead
are discussed in Section 4. Finally, Section 5 draws
conclusions on the relative forecasting accuracy of the
particular methods.

2. Variables and data

The dependent variable is the growth rate of
the demand for air travel. It is measured by the
percentage change (i.e., in logged differences) in
the total annual international passenger traffic (000s)
between country pairs that always include UK airports
as either the origin or the destination. The other
countries are Germany, Sweden, Italy, USA and
Canada. These countries are chosen to avoid the
routes of highest leisure tourist intensity, where the
determinants are more subject to fluctuating changes
in consumer tastes, such as Spain, the country that
attracted the largest numbers of travellers over the
period under study (National Statistics Office, 2002).
Canada, USA and Italy attract higher proportions of
leisure tourists than Germany and Sweden. Data are
obtained from the Annual Statement of Movements
(Passenger and Cargo) published by the UK’s Civil
Aviation Authority (CAA) for 1961–2002. They
include all passengers carried on scheduled and
chartered services by all airlines flying between
the UK and each of the five countries, excluding
those carried on chartered services by government
departments. The figures do not make any distinction
between economy and business classes.

The process of selecting the explanatory variables
could start with several potential variables, such as the
growth rates of gross domestic product (GDP), popu-
lation, employment/unemployment rates, airfares, and
volume of trade. To maintain the simplicity of the
model formulation, the number of explanatory vari-
ables is narrowed down to include only the growth
rates of income, trade and price, which have been
proved to be important in earlier studies of the demand
for air travel, for example, Kaemmerle (1991) and
Quandt and Baumol (1966). When income increases,
more people can afford to fly. When airfares increase,
the demand for air travel is likely to lessen. Trade is in-
cluded to capture the effects of passengers who travel
for business purposes. Swan (2002) notes that travel
grows with trade. The explanatory variables are aggre-
gated to provide a single route-based measure, using
a weighted average in line with passenger flows. An-
nual data are used, as more frequent data on passenger
movements and price are not available for the whole
period, and our focus is on longer term forecasting.
Details about data sources and the data transformation
and weighting procedure are given in the Appendix.

Fig. 1 shows the nature of the series pertaining to
the growth of demand for air travel between the UK
and the five countries, as well as world trade.

Prior to estimation, the data were tested for station-
arity using the Augmented Dickey–Fuller (ADF) test.
The results of the test show that all variables under
investigation are stationary, that is, I(0).1 Descriptive
statistics and the correlation matrix are presented in
Table 1.

1 The model is specified in growth rate variables, which are
stationary (I(0)). The first-difference model may be over-restrictive
compared with a model with a cointegrating relationship or a model
in levels. However, both empirical and theoretical work shows
that a differenced model will produce more robust forecasts. The
specification also permits a direct comparison with the work of
Garcia-Ferrer et al. (1987).
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Fig. 1. Growth rates of annual international passenger traffic by country and world trade (the solid line represents traffic growth, and the dashed
line world trade).
3. Methodology

Various econometric methodologies have been pro-
posed in the literature as being suitable for develop-
ing effective forecasting models. Here we consider
those that have empirically proved the most effec-
tive, namely the general-to-specific approach associ-
ated with the London School of Economics (Clements
& Hendry, 1998; Pagan, 1987), Zellner’s Structural
Equation Modelling Time Series Analysis approach
(SEMTSA) (Zellner & Palm, 2004), and time-varying
parameters (TVP) models. A VAR model is also in-
cluded to provide unconditional forecasts. Benchmark
autoregressive models and exponential smoothing are
included, along with two naı̈ve models, in order to
measure the improvements arising from the use of
more complex models and additional explanatory vari-
ables.



906 R. Fildes et al. / International Journal of Forecasting 27 (2011) 902–922
Table 1
Descriptive statistics and correlation matrix.

Mean Median Max. Min. s.d. Correlation
1yt 1x1t 1x2t 1x3t

UK–Canada
1yt 0.0640 0.0658 0.2153 −0.1175 0.0808 1
1x1t (Income) 0.0111 0.0206 0.2253 −0.1638 0.0739 0.29 1
1x2t (Trade) −0.0217 −0.0172 0.1733 −0.4185 0.1200 0.41 0.57 1
1x3t (Ticket price) −0.0262 −0.0182 0.4671 −0.4145 0.1763 −0.34 0.33 −0.07 1
1x4t (World trade) 0.0575 0.0572 0.1532 −0.0661 0.0430 0.57 0.14 0.32 −0.07

UK–Germany
1yt 0.0673 0.0655 0.2930 −0.1369 0.0834 1
1x1t (Income) 0.0296 0.0344 0.2778 −0.1981 0.0984 0.13 1
1x2t (Trade) 0.0522 0.0553 0.2958 −0.2110 0.1006 0.52 0.56 1
1x3t (Ticket price) −0.0082 −0.0065 0.2190 −0.2033 0.0818 0.00 0.52 0.31 1
1x4t (World trade) 0.0575 0.0572 0.1532 −0.0661 0.0430 0.56 0.05 0.40 −0.08

UK–Italy
1yt 0.0720 0.0587 0.2346 −0.1423 0.0837 1
1x1t (Income) 0.0056 0.0288 0.2136 −0.2573 0.1018 0.49 1
1x2t (Trade) 0.0451 0.0471 0.2812 −0.3112 0.1245 0.47 0.68 1
1x3t (Ticket price) −0.0326 −0.0193 0.2862 −0.8081 0.1901 −0.15 0.26 0.00 1
1x4t (World trade) 0.0575 0.0572 0.1532 −0.0661 0.0430 0.40 0.14 0.23 −0.14

UK–Sweden
1yt 0.0902 0.0998 0.3720 −0.1283 0.0972 1
1x1t (Income) 0.0089 0.0211 0.1867 −0.1762 0.0869 0.12 1
1x2t (Trade) 0.0091 0.0275 0.2422 −0.3494 0.1193 0.29 0.38 1
1x3t (Ticket price) −0.0272 −0.0152 0.3310 −0.3950 0.1419 −0.12 0.72 0.21 1
1x4t (World trade) 0.0575 0.0572 0.1532 −0.0661 0.0430 0.44 0.12 0.37 −0.02

UK–USA
1yt 0.0825 0.0915 0.2532 −0.1410 0.0940 1
1x1t (Income) 0.0273 0.0232 0.2151 −0.2354 0.0614 0.23 1
1x2t (Trade) 0.0357 0.0425 0.2272 −0.3841 0.1173 0.41 0.41 1
1x3t (Ticket price) −0.0189 −0.0081 0.6047 −0.3890 0.1922 −0.21 −0.03 −0.28 1
1x4t (World trade) 0.0575 0.0572 0.1532 −0.0661 0.0430 0.53 0.19 0.30 0.13
• Autoregressive Distributed Lag (ADL) model
The general unrestricted Autoregressive Dis-

tributed Lag (ADL) model can be written in the
form

1yi t = αi0 +

J−
j=1

αi j1yi(t− j)

+

K−
k=1

Jk−
j=0

φik j1xik(t− j) + εi t , (1)

where j is the lag length, i = 1, 2, . . . , N
(countries), t = 1, 2, . . . , T (time periods), and
1yi t is the growth rate of the number of passengers
in year t for route i . 1xikt is the growth rate of the
kth explanatory variable in year t for route i . K is
the total number of independent variables, which
is either 3 or 4, depending on whether or not the
“world trade” variable is included. J and Jk are the
numbers of lags of the dependent and independent
variables, and are set to be 3 in the paper. εi t are
identically independently distributed random errors
with mean zero and variance σ 2

ε , and α and φ are
unknown parameter vectors to be estimated.

The general-to-specific methodology for devel-
oping a “good” ADL model supposes that ‘a
general class of possible models’ can be specified
initially (Charemza & Deadman, 1997). It then pro-
ceeds to select the most ‘parsimonious model from
that class’ by the process of elimination, begin-
ning by removing the variable with the highest p-
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value, then the variable with the highest p-value in
the new estimation, given that the first variable has
already been removed, and so on. At each stage,
the intercept is included in the estimation and the
tests of parameter restrictions are performed, ensur-
ing correct signs of the variables (as a multiplier)
according to theory, and the satisfaction of t-tests
for individual variables, F-tests for groups of vari-
ables, and the test of misspecification. In this study,
our starting point is a general autoregressive dis-
tributed lag model with 3 lags.

• Pooled ADL model
An extended version of the ADL model is

derived by pooling the data and then estimating
all models simultaneously using the seemingly
unrelated regression (SUR) approach. This is based
on the assumption that there exist common (but
unmeasured) influences on air traffic flows which
induce contemporaneous correlation among the
errors of the individual routes. The SUR approach
allows both intercepts and slope coefficients to vary
across routes. The SUR model can be represented
compactly as

1Y = 1Xβ + ε, (2)

where 1X is a block diagonal matrix of N cross
sections, and each one of 1Xi has a dimension T ×

K ′. The K ′ explanatory variables may include the
constant term and the lagged dependent variables.
Generalized least squares (GLS) provides an
efficient estimator.

• PcGive automatic econometric model selection
PcGive is a software programme created to

overcome some of the subjectivities inherent in
model building, which typically relies overmuch
on the tacit knowledge of the model builder (Allen
& Fildes, 2005; Pagan, 1999). Starting with a
ADL model with a ‘full’ lag structure (known
as the general unrestricted model – GUM), the
selection process uses the recommended non-
stringent significance level (for example, 0.9) to
simplify the GUM, whilst ensuring that congruence
(where the model passes all of the diagnostic tests)
is maintained throughout the process, right up to the
final stage where parameter restrictions are rejected
and the final model is identified (Hendry & Krolzig,
2001).

The difference between the ADL and PcGive au-
tomatic models lies in the selection process. The
former is carried out by the researcher, based on
such factors as the correct signs of the coefficients
according to the relevant theory and the satisfaction
of statistical tests. In contrast, with PcGive auto-
matic modelling, the model is chosen automatically
based on a validated model simplification process
aimed at achieving a data-congruent encompassing
model (Hendry & Krolzig, 2001).

• Time Varying Parameter (TVP) modelling

In recent years there has been an increased ques-
tioning of the assumption that the regression coef-
ficients are constant in models such as those de-
scribed above. The shift from the assumption of
constancy in the effects of the economic drivers to
the use of time-varying parameters has occurred be-
cause of the recognition of changes in aggregation
effects and policies, adaptive optimisation on the
part of economic agents (Garcia-Ferrer et al., 1987;
Harvey, 1989; Riddington, 1993; Zellner & Min,
1993), and changes in tastes, among other factors.
This may prove particularly relevant in an indus-
try such as the airline industry, whose economic
role and preferences for travel destinations change
over time. Detailed discussions on the TVP model
can be found in, for example, Judge, Griffiths, Hill,
Lutkepohl, and Lee (1985), but a brief discussion
is provided here. The TVP model is usually repre-
sented as the observation equation (3) and the state
equation (4),

1yi t = 1x′

i tβ i t + εi t (3)

β i t = β i t−1 + νi t , (4)

where 1yi t is the dependent variable and 1xi t is
a vector of explanatory variables. β i t is a vec-
tor of parameters subject to time-dependent varia-
tion. εi t and vi t are identically independently dis-
tributed random errors with zero mean and con-
stant variances. The βs are assumed to be adaptive
in nature and subject to permanent and transitory
changes, and are modelled in Eq. (4) as a multivari-
ate random-walk without drift. Thus, the latest esti-
mate of β i t at the forecast origin, time T0 −k, gives
greater weight to more recent observations, taking
such market changes into account. The forecast of
β i t is the latest estimate, because of the random-
walk state equation (4).
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• Vector autoregressive (VAR) model
In a vector autoregressive (VAR) model, en-

dogenous and exogenous variables are not distin-
guished. Each variable is treated as endogenous and
is regressed on its own lagged variables and all
other variables in the system. The VAR model can
expressed as

1yi t = αi0 +

J−
j=1

αi j1yi(t− j)

+

K−
k=1

Jk−
j=1

φik j1xik(t− j) + εi t

1x1i t = βi0 +

J−
j=1

βi j1yi(t− j)

+

K−
k=1

Jk−
j=1

ϑik j1xik(t− j) + δi t

...

1xK it = γi0 +

J−
j=1

γi j1yi(t− j)

+

K−
k=1

Jk−
j=1

ξik j1xik(t− j) + ηi t

where α, β, γ , φ, θ , and ξ are vectors of coeffi-
cients. εi t ,δi t , and ηi t , are identically independently
distributed random errors. As with the ADL model,
the maximum lag length considered is 3. All vari-
ables have been included in the VAR system.

• Naı̈ve models

Using a modelling technique similar to that
used by Garcia-Ferrer et al. (1987), two bench-
mark models are used as the basis for a compari-
son against all other estimated models. These have
typically performed surprisingly well, at least in
macroeconomic forecasting comparisons (Allen &
Fildes, 2001). The two benchmark models are naı̈ve
model one (NM1), which assumes zero growth, and
naı̈ve model two (NM2), which assumes that the
future growth rate equals the rate in the last period.
They are defined respectively as

N M1 : 1ŷt = 0 (5)

N M2 : 1ŷt = 1yt−1. (6)
• Autoregressive of order 3 (AR(3)) model
Garcia-Ferrer et al. (1987) argue that the poor

performance of the NM1 and NM2 models in their
study could be improved by fitting an autoregres-
sive model of order 3 (AR(3)). This model is also
included here, and is defined as

1yi t = β0i + β1i1yi(t−1) + β2i1yi(t−2)

+ β3i1yi(t−3) + εi t . (7)

• Exponential smoothing model
Exponential smoothing models have regularly

performed well in comparative performance evalu-
ations (Fildes & Ord, 2002). Here we have adopted
the expert system used in ForecastPro (Goodrich,
2000) for producing the forecasts.

3.1. Operational issues

The forecasting models can be evaluated either con-
ditionally, assuming a knowledge of the exogenous
variables, or unconditionally, with the exogenous vari-
ables predicted. The latter evaluation provides evi-
dence about the appropriate choice of model in the
practical forecasting problem faced by users in the in-
dustry. Conditional forecasts are useful for evaluating
the relative strengths of the alternative model spec-
ifications under consideration. However, such condi-
tional comparisons typically benefit the causal models
at the expense of the univariate autoregressive alter-
natives, although uncertainty in the explanatory vari-
ables is typically not the main cause of forecast er-
ror (Clements & Hendry, 1998). In addition, therefore,
the naive and univariate autoregressive models and the
VAR model were included to provide unconditional
forecasts.

The models have been estimated initially on infor-
mation from 1961–1991 (n = 31), from which one-
to three-year-ahead conditional forecasts were calcu-
lated. Rolling forecasts were produced by extending
the data base year by year through the hold-out sam-
ple, 1992–2002 (n = 11), and re-estimating the model
on the extended data set. Where the forecasts are con-
ditional, actual xs and actual lagged ys were used
when these would be known, and the estimated lagged
ys were used for forecast horizons greater than one-
period-ahead.

As one important objective of this paper is replica-
tion, the precise details of how the models described
above have been implemented is included below.
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• ADL model and pooled ADL model: 3 period
lags of all variables were initially considered for
inclusion in an ADL model. These were simplified
according to the procedure described above using
all of the data. This provides an evaluation of
the model that would ideally have been selected,
based on a foreknowledge of the data. This has the
advantage of providing evidence on the potential
accuracy of the ADL model versus the accuracy
that was achieved using the automatic procedure.
(An alternative approach could have been to apply
the operational rules described above to potentially
re-specify the model as the available data base is
rolled forward.)

The models’ parameters were re-estimated for
each rolling origin. A dummy variable was in-
cluded in the model for Germany, to take into ac-
count re-unification in 1991, but it was shown to
be insignificant during the process of reducing the
parameterisation of a model. For the Pooled ADL
model, once the ADL model for each route was
determined, they were pooled and estimated us-
ing the SUR approach. Eviews 6.0 was used in the
estimation.

• PcGive automatic econometric model selection: 3
period lags of all variables were initially considered
for inclusion. Simplification and model selection
followed the procedures laid down in PcGiveTM12,
and no subjective adjustments were made to take
into account apparent model defects. Given the lim-
ited amount of data initially available, the model se-
lected was often more complex than when a more
extended data base is used. There was also evidence
of multicollinearity.

• TVP: For the TVP model estimations, the sim-
plified ADL model structure derived using the
general-to-specific methodology is adopted for the
observation equation. The coefficients, including
that for the constant, are assumed to follow a ran-
dom walk without drift. The Kalman filter algo-
rithm in Eviews 6.0 was employed. To implement
the Kalman filter, we need to know the initial
conditions. By default, Eviews 6.0 can handle the
initial condition by treating the initial values as dif-
fuse (i.e., the initial one-step-ahead mean = zero;
the initial one-step-ahead variance = 106 IM , fol-
lowing Koopman, Shephard, & Doornik, 1999).
• VAR model: 3 period lags of all variables were
initially considered for inclusion in a VAR model.
As demonstrated by Lütkepohl (1993), the deter-
mination of the lag length of the VAR is a crit-
ical element in the specification of VAR models.
Overfitting (i.e., selecting a higher order lag length
than the true lag length) causes an increase in the
mean square forecast errors, while underfitting gen-
erates autocorrelated errors. Hence, we select the
lag length using the Akaike Information Criterion
(AIC), because it is more suitable for short time se-
ries than other criteria.

• Exponential Smoothing and ARIMA: These mod-
els were run automatically using ForecastPro XE
(v.5). An expert system chooses among alter-
native exponential smoothing specifications, in-
cluding simple smoothing and Holt’s linear trend
(Goodrich, 2000). This permits new specifications
to be used as the data base changes. For most of the
time periods and countries, the chosen model was
simple smoothing.

3.2. Error measures

In evaluating the models, no single error measure
captures the distributional features of the errors when
summarised across data series. A recent summary
of some of the issues is given by Hyndman and
Koehler (2006). Here, four error measures have been
used, which should capture the key characteristics of
the results: (i) Root Mean Square (Percentage) Error
(RMSE), (ii) Geometric Root Mean Square Error
(GRMSE), (iii) Mean Absolute Scaled Error (MASE),
and (iv) Geometric Mean Relative Absolute Error
(GRelAE).

(i) The RMSEs for l-step-ahead forecasts are
generated over n out-of-sample data points (T0 + 1,
T0 + 2, . . ., T0 + n), and are written as

RMSE =


T0+n−l∑

t=T0

e2
t (l)

n + 1 − l
, (8)

where et (l) = yt+l − ŷt (l), yt+l is the actual
observation at time t + l, and ŷt (l) is the l-step-ahead
forecast of yt+l generated from the models using T0 to
T0 + n − l observations.
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(ii) The RMSE can be greatly affected by outliers
(Fildes, 1992). As a means of overcoming such a
problem, when confronting a large error term due to a
particularly bad forecast, Fildes (1992) suggests using
the GRMSE.

GRMSE =


T0+n−l∏

t=T0

e2
t (l)

 1
2(n+1−l)

. (9)

Of the two error measures, the RMSE is commonly
favoured among academics, despite its lack of robust-
ness in small samples.

(iii) The MASE is a relative error measure, defined
as the Mean Absolute Error scaled by the ‘naı̈ve’
random walk error as follows:

MASE =

1
n+1−l

T0+n−l∑
t=T0

|et (l)|

1
T0−1

T0∑
l

|Yt − Yt−1|

. (10)

It has recently been suggested by Hyndman and
Koehler (2006) as a means of overcoming some of
the deficiencies of other error measures, such as ob-
servations and errors around zero, which may affect
our fourth measure, GRelAE.

(iv) Proposed by Fildes (1992) as a means of over-
coming problems with outliers, the Geometric Mean
Relative Absolute Error (or its equivalent, the Geo-
metric Mean Root Mean Squared Relative Error) is
defined as:

GRelAE =
GRMSE

GRMSE(Naive)
, (11)

i.e., each error, |et (l)|, is scaled by the corresponding
naı̈ve error, |Yt − Yt−1|, and the geometric mean cal-
culated.

The error measures have been summarised across
countries by taking the median. In addition, the geo-
metric mean has been calculated for the two measures,
RMSE and GRelAE, which are themselves based on
a geometric mean. The rankings stay much the same,
and are not reported.

4. Empirical results and forecasting performance

The first 31 observations, 1961–1991, are used to
fit the initial models, while the remaining 11 observa-
tions, 1992–2002, are used to re-estimate and evalu-
ate the forecasting performance of the models, as we
described above. After appropriate simplification, the
estimated ADL models for each route (over the pe-
riod 1961–2002) are shown in Table 2. All of the vari-
ables show the expected signs (that is, a positive sign
for income and trade,2 and a negative sign for ticket
price). The F tests indicate an overall significance of
the coefficients in their respective models. The val-

ues of R
2

range from 0.152 for the UK–Sweden route
to 0.469 for the UK–Germany route. All models pass
the tests of serial correlation, functional form and het-
eroscedasticity. The results of Chow tests of parameter
constancy in Table 2 are also shown to be statistically
insignificant.

Only the UK–Germany, UK–USA and UK–Canada
models include lagged dependent variables, which are
significant at the 10% level. The income variable is in-
cluded for the UK–Italy only, with an elasticity less
than one. For all other routes, income does not ap-
pear to directly influence the demand for air travel
significantly. This suggests that, with the rapid de-
velopment of transportation technologies, air travel
is becoming less of a luxury in people’s lives and
business activities. Four out of five routes show that
trade is a more reliable predictor than income. More
bilateral trade implies a higher level of integration
between countries, and, as a result, an increasing
need for air travel between countries. This is con-
sistent with Swan’s (2002) study on the US. Price
is only included in the UK–Germany, UK–Italy and
UK–Canada routes, and it appears that air travel is
price inelastic over the time and countries modelled.
One possible explanation for this is that there are in-
evitable errors in the measurement of the price vari-
able, as suggested by Swan (2002), who instead used
yield data as a measure for the US, an option which
is not available here, due to data limitations. (The cor-
relation between the two data sets in the overlapping
years was low but positive.) Also, low-cost airlines
had not yet had the impact which has been seen more
recently.

One path towards improving the performance of the
ADL models is to take into consideration the possible

2 Trade here refers to the bilateral trade between the UK and the
other countries.
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Table 2
Estimated ADL models, 1961–2002.

UK–Germany UK–Sweden UK–Italy UK–USA UK–Canada

Intercept 0.001 0.082*** 0.065*** 0.056*** 0.0260*

(0.016) (0.015) (0.011) (0.017) (0.013)
1yt−1 0.293** – – 0.287* 0.509***

(0.142) (0.156) (0.125)
1yt−2 – – – – –
1yt−3 0.258* – – – –

(0.129)
1x1t – – 0.463*** – –
(Income) (0.114)
1x1t−1 – – – – –
1x1t−2 – – – – –
1x1t−3 – – – – –
1x2t 0.374*** 0.274** – 0.350*** –
(Trade) (0.117) (0.122) (0.119)
1x2t−1 – – – −0.314** –

(0.123)
1x2t−2 – 0.281** – – 0.199***

(0.124) (0.085)
1x2t−3 – – – – –
1x3t −0.286**

−0.129** – −0.196***

(Ticket price) (0.134) (0.061) (0.058)
1x3t−1 – – – – –
1x3t−2 −0.415*** – – – –

(0.139)
1x3t−3 0.269* – – – –

(0.135)

R
2

0.469 0.152 0.282 0.258 0.426
Autocorrelation 5.696 0.272 3.103 0.616 0.467

[0.058] [0.873] [0.212] [0.735] [0.792]
Functional form 0.107 1.081 1.790 0.009 0.231

[0.745] [0.306] [0.189] [0.925] [0.634]
Heteroscedasticity 9.484 0.152 1.128 0.910 4.263

[0.148] [0.927] [0.569] [0.823] [0.235]
Parameter constancy 0.349 0.570 0.634 0.863 0.346
Breakpoint = 1992 [0.923] [0.639] [0.598] [0.497] [0.845]
F 6.446*** 4.395*** 8.856*** 5.515*** 10.42***

AIC −2.551 −1.888 −2.385 −2.079 −2.642

Notes: The values in parentheses are standard errors; those in square brackets are p-values.
∗ indicates that the variables are significant at the 10% level.

∗∗ indicates that the variables are significant at the 5% level.
∗∗∗ indicates that the variables are significant at the 1% level.
– means that the variable is not included in the estimation.
interdependencies among the routes. These could arise
from common economic and/or social factors across
the world, such as political upheavals (for example,
Iraq’s invasion of Kuwait), as well as unobserved com-
mon price movements. A solution to this problem is
to consider a common variable believed to affect all
of the routes. One possible variable is the total trade
of all industrial countries, which is called the “world
trade” variable here (Garcia-Ferrer et al., 1987, used
the ‘world’ variable to improve their forecasts of GDP
growth rates for 9 countries). Another reason to in-
clude ‘world data’ is to capture the effects of through
traffic passengers. ‘Through traffic’ is defined as traffic
originating from another country or airport, and pass-
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Table 3
Estimated ADL models with the “world trade” variable, 1961–2002.

UK–Germany UK–Sweden UK–Italy UK–USA UK–Canada

Intercept −0.044** 0.029 0.032** 0.007 −0.02
(0.022) (0.023) (0.018) (0.019) (0.014)

1yt−1 – – – – –
1yt−2 – – – – 0.316***

(0.11)
1yt−3 0.281** – – – –

(0.12)
1x1t – – 0.363*** – 0.401***

(Income) (0.108) (0.125)
1x1t−1 – – – – –
1x1t−2 – – – – –
1x1t−3 – – – – 0.221*

(0.134)
1x2t 0.275** – – 0.223** –
(Trade) (0.109) (0.109)
1x2t−1 – – – –
1x2t−2 – 0.241** – – –

(0.117)
1x2t−3 – – – – –
1x3t −0.29**

−0.218***

(Ticket price) (0.135) (0.05)
1x3t−1 – – – – –
1x3t−2 −0.439***

−0.12* –
(0.13) (0.063)

1x3t−3 – – – −0.160*** –
(0.061)

1x4t 0.697*** 0.974*** 0.662** 0.991*** 0.781***

(World trade) (0.245) (0.319) (0.256) (0.281) (0.188)
1x4t−1 0.455* – – – –

(0.239)
1x4t−2 – – – – –
1x4t−3 – – – – –

R
2

0.535 0.232 0.318 0.395 0.621
Autocorrelation 0.547 0.216 1.775 1.595 0.217

[0.761] [0.898] [0.412] [0.450] [0.897]
Functional form 0.205 0.346 0.616 0.297 0.240

[0.654] [0.560] [0.438] [0.590] [0.628]
Heteroscedasticity 8.217 2.144 0.113 2.068 4.927

[0.223] [0.342] [0.945] [0.723] [0.425]
Parameter constancy 0.193 0.350 0.559 0.083 0.785
Breakpoint = 1992 [0.984] [0.790] [0.646] [0.994] [0.590]
F 8.085*** 6.727*** 10.319*** 7.050*** 13.149***

AIC −2.683 −1.987 −2.436 −2.304 −3.06

Notes: The values in parentheses are standard errors; those in square brackets are p-values.
∗ indicates that the variables are significant at the 10% level.

∗∗ indicates that the variables are significant at the 5% level.
∗∗∗ indicates that the variables are significant at the 1% level.
– means that the variable is not included in the estimation.
ing through the country in question on the way to an-
other (third) country.
As is shown in Table 3, the inclusion of the “world
trade” variable appears to have improved the ADL
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models in terms of R
2
s. Individually, the “world

trade” variable appears to be significant in all routes.
It is also the more important predictor, taking into
account the estimated coefficients and the fact that
the average world trade growth (at 5.75%) is larger
than that of any of the individual country impacts.
The same variables that have been included in the
ADL models (with and without the “world trade”
variable) are then used to build up models for the
pooled ADL and TVP models (the results of which
are not included in the paper, but are available upon
request).

4.1. Forecasting performance

In this sub-section, we compare the forecasting
performances of various models, including the ADL,
Pooled ADL, TVP and PcGive automatic models, with
all of these models also supplemented by including the
“world trade” variable. The unconditional VAR model
is also included in the comparison.3 In addition, the
two naı̈ve models, along with the exponential smooth-
ing and AR(3) models, provide benchmarks. Four
error measures have been used: Root Mean Square
(Percentage) Error (RMSE), Geometric Root Mean
Square Error (GRMSE), Mean Absolute Scaled Error
(MASE), and Geometric Mean Relative Absolute Er-
ror (GRelAE).

Table 4 presents the evaluation of the one-step-
ahead forecasting performances of various models for
two of the error statistics, RMSE and one of the
relative measures, GRelAE.4 Table 6 summarises the
performance across all lead times and error measures.
Before coming to the details, the broad picture is as
follows:

• The addition of the “world trade” variable con-
sistently improves forecasting performance for the
econometric models.

• The ADL models consistently perform better than
the univariate alternatives of exponential smooth-
ing.

3 Based on the AIC criterion, only the USA–Canada route
includes lags of up to 3; for all other routes, only one period lagged
variables are included as regressors.

4 Two of the four error measures are presented in Table 4 here.
This is to save space. The conclusions based on the four measures
are all broadly in line with the discussion in the text. The full results
are available upon request.
• The subjectively specified ADL models (using the
heuristics described above) perform better than the
PcGive automatic algorithmic approach.

• Pooling adds little when the “world trade” variable
is included in the model, and is less effective than
including the “world trade” variable alone.

• The VAR models are out-performed by the ADL
model (with world trade), with the differences of-
ten being quite substantial (based on most of the
error measures). This is not surprising, given the
additional information available to the ADL model.
More surprising is the fact that the VAR model per-
forms comparatively better for leads of 2 and 3,
despite the fact that the VAR is using the poorly
predicted lead 1 lag.5

• The error measures all tell broadly the same story
(with rank correlations around 0.8); however, a
complete picture requires a full analysis of where
the differences between measures arise. The dif-
ferences are most pronounced when comparing
RMSE and GRelAE.

In more detail, the GRelAE measures show NM2
demonstrating a substantial improvement over NM1,
the zero growth forecast (illustrated in Table 4 by lines
2a and 2b compared to 1a and 1b, respectively). The
RMSE measures show that there is little difference be-
tween the univariate autoregressive forecasts and the
exponential smoothing results (lines 3 and 4). How-
ever, the RMSE and the GRelAE here tell different sto-
ries. The adoption of a more robust (to outliers) error
measure, standardised by the forecasting difficulty of
the series, suggests that NM2 performs more strongly
(a point we pick up on later in discussing the overall
results).

Next to be compared is the performance of the
ADL models. The median RMSE shows that the ADL
model (line 5a) generally performs better than the
NM1, NM2 and AR(3) models, but the evidence is
conflicting for GRelAE. In fact, the median of GRe-
lAE is larger than that of NM2, AR(3) and expo-
nential smoothing, though it is smaller than NM1.
The explanation may lie in the sometimes uncon-
vincing model specification for most of the esti-
mated ADL models (see Table 2, particularly with
regard to the UK–Sweden and UK–USA routes).

5 We thank a referee for pointing this out.
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Table 4
Comparative performance of one-year-ahead forecasts of air traffic models, measured by RMSE and GRelAE (Evaluation database:
1992–2002).

Models Routes Median
UK–Germany UK–Sweden UK–Italy UK–USA UK–Canada
RMSE Rank RMSE Rank RMSE Rank RMSE Rank RMSE Rank RMSE Rank

1a. NM1 6.85 (8) 10.35 (10) 9.21 (11) 8.53 (11) 7.06 (10) 8.53 (10)
2a. NM2 7.55 (10) 11.27 (11) 9.85 (12) 9.97 (12) 6.62 (9) 9.85 (12)
3a. Exponential smoothing 6.78 (7) 7.27 (5) 6.52 (6) 7.19 (6) 5.77 (5) 6.78 (7)
4a. AR(3) 6.41 (6) 7.16 (4) 6.82 (7) 7.95 (10) 5.54 (3) 6.82 (8)
5a. ADL 5.01 (5) 7.91 (7) 4.51 (2) 6.38 (4) 5.85 (6) 5.85 (4)
6a. Pooled ADL 4.18 (3) 7.59 (6) 4.23 (1) 6.52 (5) 5.70 (4) 5.70 (3)
7a. PcGive auto 8.87 (12) 10.22 (9) 7.42 (8) 7.48 (7) 9.56 (12) 8.87 (11)
8a.TVP 4.36 (4) 8.05 (8) 5.97 (5) 7.68 (9) 6.21 (7) 6.21 (5)
9a. ADL +“World trade” variable 3.53 (1) 4.92 (3) 4.61 (3) 5.06 (2) 5.48 (2) 4.92 (2)
10a. Pooled ADL+“World trade”
variable

4.10 (2) 4.90 (1) 4.80 (4) 4.61 (1) 5.35 (1) 4.80 (1)

11a. PcGive Auto +“World trade”
variable

6.91 (9) 19.69 (12) 7.58 (9) 7.58 (8) 8.02 (11) 7.58 (9)

12a. TVP +“World trade” variable 8.40 (11) 4.92 (2) 7.71 (10) 6.04 (3) 6.52 (8) 6.52 (6)
13a. VAR 8.61 (12) 7.96 (8) 5.42 (6) 6.50 (5) 7.55 (11) 7.55 (9)
14a. VAR +“World trade” variable 9.18 (14) 8.01 (9) 5.10 (5) 6.86 (7) 7.66 (12) 7.66 (11)

GRelAE Rank GRelAE Rank GRelAE Rank GRelAE Rank GRelAE Rank MdRelAE Rank

1b. NM1 100 (14) 100 (10) 100 (14) 100 (13) 100 (14) 100 (14)
2b. NM2 54.5 (9) 97.5 (8) 50.4 (8) 39.4 (2) 44.4 (1) 50.4 (2)
3b. Exponential smoothing 56.2 (10) 52.8 (2) 37.9 (1) 79.3 (10) 58.3 (3) 56.2 (7)
4b. AR(3) 37.6 (3) 52.7 (1) 44 (3) 75.1 (8) 76.7 (11) 52.7 (5)
5b. ADL 40.3 (5) 108 (13) 47.7 (6) 97.5 (12) 69.1 (10) 69.1 (12)
6b. Pooled ADL 41.3 (6) 101 (12) 39.7 (2) 85.2 (11) 58.4 (4) 58.4 (8)
7b. PcGive auto 76.5 (13) 87.8 (7) 56.7 (11) 139 (14) 85.9 (12) 85.9 (13)
8b.TVP 62.7 (11) 109 (14) 47.7 (5) 76.6 (9) 68 (7) 68 (11)
9b. ADL +“World trade” variable 45.6 (8) 66.6 (5) 49.1 (7) 42.8 (4) 58 (2) 49.1 (1)
10b. Pooled ADL +“World trade”
variable

21 (1) 65.9 (3) 47.2 (4) 50.9 (6) 60.7 (6) 50.9 (3)

11b. PcGive Auto +“World trade”
variable

65.2 (12) 87.6 (6) 59.2 (12) 56.5 (7) 86 (13) 65.2 (10)

12b. TVP +“World trade” variable 39 (4) 66.4 (4) 61.5 (13) 40.6 (3) 60.4 (5) 60.4 (9)
13b. VAR 44.8 (7) 98.5 (9) 55.7 (10) 50.2 (5) 68.2 (8) 55.7 (6)
14b. VAR +“World Trade”
variable

35.4 (2) 100 (11) 51.2 (9) 33.3 (1) 68.7 (9) 51.2 (4)

Notes: The values in parentheses indicate the ascending ranks of the RMSE and GRelAE, respectively.
In addition, both error measures show that the ADL
model (lines 5a and 5b) performs better than the auto-
matically specified PcGive automatic model (lines 7a
and 7b). However, pooling data from different coun-
tries leads to improved accuracy for all error measures
(lines 6a and 6b). Despite our initial hypothesis, the
TVP models (lines 8a and 8b) perform poorly.

The results of including the “world trade” variable
in the ADL models (lines 9a and 9b) show that in 7
out of 10 models, there is a decrease in the two error
measures shown. The ADL model outperforms the
PcGive automatic model in terms of RMSE when the
“world trade” variable is included (lines 10a and 11a),
but the PcGive automatic model appears to outperform
the ADL model based on GRelAE (lines 10b and 11b).

Generally the pooled models with world trade data
show an improvement over unpooled models, regard-
less of which error measure is used. This is similar
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Table 5
Forecast performance of ADL vs TVP vs benchmark alternatives: Harvey et al.’s (1997) test, p-values.

RMSE Lead 1 Lead 2 Lead 3

ADL with “World trade” variable vs. NM2 0.000 0.000 0.000a,b

ADL with “World trade” variable vs. Exponential smoothing 0.001 0.002 0.000
ADL with “World trade” variable vs. AR(3) 0.001 0.013 0.000
ADL with “World trade” variable vs. Pooled ADL with “World trade” variable 0.017 0.000c 0.001c

ADL with “World trade” variable vs. PcGive automatic 0.000 0.001 0.000
ADL with “World trade” variable vs. TVP with “World trade” variable 0.001 0.005 0.040
TVP with “World trade” variable vs. AR(3) 0.010 0.003 0.010a

TVP with “World trade” variable vs. PcGive automatic 0.040 0.010 0.043

a Omitting the UK–Canada route, where the asymptotic variance could not be calculated.
b Omitting the UK–Germany route, where the asymptotic variance could not be calculated.
c Omitting the UK–Sweden route, where the asymptotic variance could not be calculated.
to the results of Garcia-Ferrer et al. (1987). The TVP
model shows no improvement over the fixed parameter
models (lines 12a and 12b).

Adding in the world trade variable is critical to the
success of the ADL model. Once included, pooling
adds little to the forecast accuracy, which is an intu-
itively reasonable observation, as the two approaches
have a common intention of taking into account com-
mon features in air travel across counties.

Finally, a key question is the performance of the
econometric models compared to the unconditional
VAR model and the simple univariate extrapolative
alternatives. If the RMSE is used as the error mea-
sure, the ADL model with world trade (from the study
by Garcia-Ferrer et al., 1987, of the expected best
performer) outperforms exponential smoothing (the
best performer in the various univariate forecasting
competitions) for all five countries. The VAR model
performs no better than the simpler AR(3) alterna-
tive (lines 4a, 13a and 14a). However, if the rela-
tive absolute error measure (GRelAE) is used, the
result is too close to call (versus either the VAR
or the AR(3), lines 4b and 14b). This leads to two
conclusions:

(1) Before a method can be identified as ‘best’, the
error measure that fits with the decision problem needs
to be specified.

(2) With this particular data set, despite the results
being averaged over effectively 55 data points, the
variability in performance effectively dominates. Note
however that, when measured by the RMSE, the
difference could be viewed as substantial, at 4.80
compared to 6.78 (approximately 2 percentage points).
Following on from this discussion of the impor-
tance of the differences in performance, the root mean
squared errors (and geometric mean squared errors)
can be tested for significant differences by following
Harvey, Leybourne, and Newbold’s (1997) approach.
By pooling the approximate p-values from the test
statistics for each country, the p-values of the RMSE
and, using the log (squared error), the GRMSE can be
estimated. The RMSE results are shown in Table 5.
A number of comparisons were carried out, compar-
ing the ADL model including the “world trade” vari-
able with the Naı̈ve model 2, the Exponential smooth-
ing model, the AR(3) model, the TVP model including
the “world trade” variable, and the PcGive automatic-
based ADL model including the “world trade” vari-
able. The results show that for lead 1, the null hypoth-
esis of the equality of RMSEs between the ADL and
other models mentioned above can be rejected, with
the same result for the null hypothesis of the equality
of GRMSEs, despite the variability in the individual
country results. We also applied these tests for both the
RMSE and GRMSE between the TVP and the PcGive
automatic-based ADL models, which again resulted in
the rejection of the null. For leads 2 and 3, the same
conclusions can be reached. The overall performance
of the ADL model proves to be significantly better
than that of the benchmark alternatives, but, following
the arguments of Armstrong (2007), more importantly,
the differences are relatively large for some of the error
measures, and are in accord with prior research. How-
ever, they are perhaps not of economic significance,
in that the decisions as to such issues as route capac-
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Table 6
Comparative performances of one-, two- and three-year-ahead forecasts of air traffic models, based on the RMSE, GRMSE, MASE and GRelAE
error measures.

Model RMSE MASE Rank over all leads
+ error measures

Lead 1 Lead 2 Lead 3 Overall
rank

Lead 1 Lead 2 Lead 3 Overall
rank

1 NM1 8.53 (12) 7.26 (12) 7.47 (8) (11) 93.2 (14) 92.7 (14) 98.1 (14) (14) (14)
2 NM2 9.85 (14) 8.88 (14) 9.10 (14) (14) 82.5 (12) 76.1 (12) 88.4 (13) (13) (12)
3 Exponential smoothing 6.78 (7) 7.12 (10) 7.79 (13) (10) 65.8 (5) 57.8 (4) 63.4 (6) (5) (6)
4 AR(3) 6.82 (8) 6.78 (6) 7.60 (11) (8) 52.8 (4) 61.4 (6) 51.1 (3) (3) (3)
5 ADL 5.85 (4) 6.93 (8) 6.86 (7) (7) 71.8 (8) 65.8 (9) 69.4 (9) (9) (11)
6 Pooled ADL 5.70 (3) 6.80 (7) 6.85 (6) (5) 68.9 (6) 65.6 (7) 70.8 (12) (8) (4)
7 PcGive auto 8.87 (13) 8.26 (13) 7.70 (12) (13) 76.2 (10) 77.1 (13) 69.2 (8) (12) (13)
8 TVP 6.21 (5) 6.02 (4) 6.70 (5) (4) 72.6 (9) 66.8 (10) 69.9 (11) (11) (10)
9 ADL +“World trade”
variable

4.92 (2) 4.96 (2) 5.20 (2) (2) 51.3 (3) 45.1 (2) 46.4 (1) (2) (1)

10 Pooled ADL +“World
trade” variable

4.80 (1) 4.80 (1) 4.98 (1) (1) 43.6 (1) 44.9 (1) 47.1 (2) (1) (2)

11 PcGive Auto +“World
trade” variable

7.58 (10) 6.08 (5) 6.39 (3) (6) 88.9 (13) 67.6 (11) 62.3 (5) (10) (9)

12 TVP +“World trade”
variable

6.52 (6) 5.67 (3) 6.52 (4) (3) 50.1 (2) 65.7 (8) 69.7 (10) (6) (7)

13 VAR 7.55 (9) 7.10 (9) 7.55 (9) (9) 76.5 (11) 58.0 (5) 63.6 (7) (7) (8)
14 VAR +“World trade”
variable

7.66 (11) 7.12 (11) 7.58 (10) (11) 70.7 (7) 57.5 (3) 56.0 (4) (4) (4)

GRMSE GRelAE
Lead 1 Lead 2 Lead 3 Overall

rank
Lead 1 Lead 2 Lead 3 Overall

rank

1 NM1 5.78 (14) 5.20 (13) 5.49 (14) (14) 100 (14) 100 (14) 100 (14) (14)
2 NM2 3.62 (10) 5.35 (14) 4.59 (13) (13) 50.4 (2) 80.4 (12) 87.9 (13) (9)
3 Exponential smoothing 3.08 (3) 2.74 (4) 2.86 (5) (3) 56.3 (7) 55.7 (4) 51.7 (3) (4)
4 AR(3) 3.13 (4) 2.90 (6) 2.73 (3) (4) 52.8 (5) 61.4 (7) 51.1 (2) (4)
5 ADL 3.42 (7) 3.94 (11) 4.20 (12) (11) 69.1 (12) 74.5 (11) 81.0 (12) (12)
6 Pooled ADL 2.95 (1) 2.80 (5) 2.76 (4) (1) 58.5 (8) 59.4 (6) 59.4 (6) (6)
7 PcGive auto 4.54 (13) 5.05 (12) 4.10 (11) (12) 85.9 (13) 90.6 (13) 69.2 (10) (13)
8 TVP 3.44 (8) 3.59 (9) 3.62 (7) (8) 68.0 (11) 65.4 (8) 69.8 (11) (11)
9 ADL +“World trade”
variable

3.06 (2) 2.60 (3) 3.24 (6) (2) 49.1 (1) 44.6 (2) 56.2 (5) (2)

10 Pooled ADL +“World
trade” variable

3.21 (6) 3.11 (7) 3.94 (8) (7) 50.9 (3) 55.6 (3) 55.6 (4) (3)

11 PcGive Auto +“World
trade” variable

4.25 (12) 3.41 (8) 3.98 (9) (10) 65.2 (10) 57.0 (5) 62.3 (7) (7)

12 TVP +“World trade”
variable

3.19 (5) 3.86 (10) 4.09 (10) (9) 60.4 (9) 68.8 (10) 65.4 (8) (9)

13 VAR 3.61 (9) 2.48 (2) 2.01 (2) (4) 55.7 (6) 68.2 (9) 68.2 (9) (8)
14 VAR +“World trade”
variable

3.63 (11) 2.33 (1) 1.82 (1) (4) 51.2 (4) 40.3 (1) 41.2 (1) (1)

Notes: The values in parentheses indicate the ascending rankings for the different error measures. Overall rankings by error measures and
summarised across error measures are also shown.
ity and landing slots are unlikely to be sensitive to the
relatively small absolute improvements.
Table 6 provides summary information on one-,
two- and three-year-ahead forecasts, and gives an
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overall summary using all four error measures. Over-
all, the results for two- and three-year-ahead forecasts
are similar to the results for the one-year-ahead fore-
casts shown in Table 4. The two univariate methods
(exponential smoothing and the AR(3)) are overall
third and fourth compared to the subjectively speci-
fied ADL models that included world trade. The differ-
ences are small (around 10%), apart from those mea-
sured through the RMSE.

To check the models’ sensitivity, we re-evaluated
models with the last two data points omitted, in order
to exclude the effect of September 11, 2001, and
statistical tests show that the results do not change
significantly. The model ranking conclusions also
remain the same. Tables similar to Tables 4 and 6
are available upon request. These results permit us
to answer the question of the effects of September
11. Using the best model (that is, ADL with the
“world trade” variable included) estimated with data
up to 2000 gives errors for 2001 and 2002 with a
median value which is significantly negative at the 5%
level. By 2002, the indirect effects of the catastrophe
on trade and income were coming through, so the
overestimate was less (based on the realised values
of the explanatory variables). If the average growth in
world trade had continued in 2002, we estimate that
air travel would have been 8.9% higher. These results
are consistent with the forecasts to the end of 2002
presented by Blunk et al. (2006).

5. Discussion and conclusions

In this research, several econometric models have
been specified and estimated for air passenger traffic
demand between the UK and five selected countries.
They included three model types that have proved ef-
fective in earlier studies, and one goal of this research
was to see whether these results could be reproduced
in a different context. The model types were autore-
gressive distributed lag models that included a com-
mon ‘world’ variable, a system model that provided
pooled estimates, and time-varying parameter models.

The demand models developed were then evaluated
for their (conditional) out-of-sample forecasting ac-
curacy. The results proved robust over the three-year
lead time. The one-, two- and three-year-ahead ex-
post forecasts were generated and compared with the
benchmark models, namely naı̈ve model 1 (NM1) and
naı̈ve model 2 (NM2), as well as two established uni-
variate alternatives, an AR(3) model and an exponen-
tial smoothing model.

Various error criteria were used in evaluating
model performances across longer lead times than
is typical. Different error measures have tended to
produce different results in forecast evaluations, and
therefore any discussion of comparative forecasting
performances must be supported by evidence obtained
from several error measures. Interestingly, an analysis
of the error in the cumulative growth forecast for
3 years ahead showed an increased dominance of the
‘ADL model with world trade’. This adds support
to the principle that econometric models perform
comparatively better when there are large changes in
the explanatory variables.

Regarding the main hypothesis that econometric
models will outperform univariate benchmarks, the
ADL models with the “world trade” variable consis-
tently outperformed both the naı̈ve models and the two
time series methods. However, only for the UK–USA
and UK–Canada routes did the ‘ADL model with
world trade’ outperform the AR(3) model when all of
the error measures and lead times were considered, de-
spite their aggregate strong performance, as shown in
Table 6. The UK–Canada model has the highest ex-
planatory power with no autoregressive component.
The remaining comparisons offer further examples of
a pure time series model appearing to be more accurate
than a causal model. A tentative explanation for this is
that the proposed causal model could be better speci-
fied with the inclusion of other important drivers, and
in particular measures of structural change in the mar-
ket, such as increased price competition. An alterna-
tive rationalisation lies in the possible effects of model
complexity on estimation reliability in relatively small
samples, which can lead to autoregressive models out-
performing even well-specified structural models, as
was the case here (Favero & Marcellino, 2005).

A subsidiary hypothesis concerned the relative per-
formance of the subjectively specified ADL model
compared to that of the automatic specification deliv-
ered by PcGive. The ADL models (with or without the
“world trade” variable) proved better performers than
PcGive automatic, contradicting our first hypothesis as
to the benefits of removing subjectivity in model build-
ing. The difference arises from the relative parsimony
(in the larger samples) of PcGive automatic models in
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attempting to avoid including spurious relationships.
With the smaller sample sizes there was evidence of
multicollinearity in the models, as specified by the Pc-
Give automatic based models. This result emphasises
the need for further research examining the differences
between automatically specified models and their sub-
jectively specified alternatives.

Simultaneously pooling the data and estimating
the models improved the forecasting performance,
although the differences were slight. This confirms
the conclusions of Garcia-Ferrer et al. (1987) and
Zellner et al. (1991), who found that forecasting
models recognizing contemporaneous co-variation
and using the seemingly unrelated regression (SUR)
approach showed improvements over models esti-
mated individually.

The time-varying parameters (TVP) model failed
to show the expected improvements over fixed param-
eters models, in conflict with the principle laid down
by Allen and Fildes (2001), that time-varying param-
eter models are most valuable when the appropriate
model structure is not well-understood, or unobserved
variables are affecting its structure. This result is also
inconsistent with findings in tourism demand forecast-
ing studies (Li & Song et al., 2006). An examination
of the parameter variation in the TVP models in the
forecast period shows little variation for most coun-
tries, but the patterns look much the same as those of
Li and Wong et al. (2006). Only Italy showed a pre-
dictable parameter drift, a condition that would sug-
gest that TVP models might outperform their fixed pa-
rameter equivalents, although there is no evidence of
this in the results. This apparent contradiction suggests
a need for further detailed research.

The results depend on the chosen error measure,
and although the rankings are positively correlated,
there remains a clear difference between the relative
measures (MASE and GRelAE) and the RMSE and
GRMSE, which are not standardised. An investigation
into the error distributions (absolute and relative) re-
vealed a small number of outliers which have affected
the country-level results, changing the overall rank-
ings. While arguments such as the robustness to out-
liers (Fildes, 1992) and data characteristics (Hyndman
& Koehler, 2006) are important and argue for the use
of relative measures, the choice in practice rests with
the users’ preferences. The findings from this research
show that when reporting empirical results, a range of
measures are needed which incorporate natural met-
rics that fit the (often implicit) decision problem and
associated loss function, as well as one of these rela-
tive metrics.

September 11, 2001, naturally had a major nega-
tive impact on the airline industry. However, 2002 data
showed that the recovery process was already under-
way, although it was not back to its long term growth
path. Empirical findings for the US from Lai and Lu
(2005), as well as those for the UK, Germany and Aus-
tralia from Njegovan (2006), also indicate that shocks
to air passenger traffic are largely transitory, and do
not, in general, merit the revision of forecasts over
a long horizon. To check the models’ sensitivity, we
re-estimated ADL models with the world trade vari-
able by including a dummy variable which equals 1
for the last two data points, in order to exclude the ef-
fect of September 11. The results show that the dummy
variable is insignificant for all 5 models, and the co-
efficients on other variables appear to be stable. If
we include the dummy variable from the beginning
when simplifying the ADL model, only the model for
the UK–Canada route is changed, with more variables
now included in the model and the dummy variable
appearing to be significant at the 10% level.

In part, this study has attempted to replicate and
extend aspects of the Garcia-Ferrer et al. (1987)
study of GDP growth. The research has confirmed the
difficulties of such replications and the choices made
by earlier researchers. We have therefore attempted to
be explicit in Section 3 about our model building and
the software we have used. For example, the choice
of priors in the TVP modelling proved important in
Garcia-Ferrer et al.’s study. Our use of standard priors,
as discussed in Section 3, led to a poorer performance
than our preliminary models had suggested. One
area of potential importance in such replications
is the choice of data and error measures. Here
we have examined the effects of omitting 2001/2
because of the September 11 effect, and have also
considered a variety of error measures. However,
different countries and different measures of price (in
particular) might well lead to different conclusions.
The importance of these replications, as Hubbard
and Vetter (1996) remarked, is that they cumulatively
lead to a greater understanding of the effectiveness
of alternative [forecasting] models. One-off studies,
however expertly carried out, can do no such thing.



R. Fildes et al. / International Journal of Forecasting 27 (2011) 902–922 919
In summary, the results of this research show that
employing appropriately specified structural econo-
metric methods leads to an improved forecasting per-
formance for air traffic, compared to non-structural
alternatives, although our comparison is condi-
tional, and therefore favours the structural meth-
ods. This adds further evidence to the weak con-
clusions drawn by Allen and Fildes (2001) as to
the benefits of econometric models compared to
their univariate alternatives. The absolute differ-
ences between the two are small, however, and
arguments for simplicity suggest that a simple
univariate model would be adequate for most users.
The use of a VAR model here adds little. Our key sub-
sidiary hypotheses, laid out in the introduction, have
also found support in this replication. However, the
adoption of a TVP approach did not help, despite the
apparent structural changes in the market. Nor did
the adoption of an automatic model-building approach
for specifying the ADL model. These results, together
with the structural changes seen in the UK travel mar-
ket since 2002, and in particular the rise of the low cost
carriers, may well require a different approach to mod-
elling, based on forecasting the two competing market
segments separately.
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Appendix

Income

Income is personal disposable income. Data are ob-
tained from the following sources: Yearbook of Na-
tional Account Statistics for data on personal dispos-
able income for the UK, The Statistical Abstract of the
United States for data on personal disposable income
for the US, and OECD publications for data on per-
sonal disposable income for the rest of the countries in
the study.

Price

There are several difficulties that need to be
addressed when incorporating price data into the
model. The main difficulty is that there is no single
price for flights between any two country-points,
because there are several possible points connecting
the UK and country i . Therefore, typical points have
to be selected in the UK and in country i , such that the
price of travel between these typical points can act as
a representative sample of prices of travel between the
UK and country i . In this research, a point is chosen
on the basis of its importance as a gateway into/out of
a country. The points selected for each country are as
follows:

Country Point

UK London
Germany Frankfurt
Sweden Stockholm
Italy Rome
USA New York
Canada Vancouver

For example, the price for the UK–Germany route
is the return fare between London and Frankfurt, to
reflect the demand for the UK’s and Germany’s origin
passengers. Similar procedures are used on all other
routes.

In this research the following points are considered
when choosing the fares to represent prices. The best
rationale for choosing the economy fare as an indicator
of price levels between the UK and country i is that
it is the largest contributor of passenger sales in any
flight. For example, of all British Airway’s passengers,
three-quarters choose to fly economy, and of all Virgin
Atlantic’s passengers, only 10%–15% fly Upper Class
(The Sunday Times, 28 March 1993). For model
construction purposes, a single figure is to be used to
represent the price for the year. The average of prices
in May and November across all published economy
fares sold by major airlines is chosen to represent
the price. These two months are selected to avoid the
effect of seasonal change in fares as much as possible.
Finally, the representativeness of the sample values
of the price is based on an assumption that there are
no marked differences between the fares of different
carriers operating on similar routes, which relate to
IATA’s objectives. (Part of the function of IATA is to
act as a regulatory body on price agreements between
countries.) The price data are obtained from The ABC
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World Airways Guide (various years) for 1961–1998
and CAA (UK) for 1999–2002.

Trade

The inclusion of an individual trade variable is ex-
pected to reflect the strength of the economic relation-
ship between the UK and country i . This is based on
the assumption that the greater the opportunities avail-
able to business communities in the two countries, the
more people we would expect to travel between the
two countries for business purposes. The trade data are
obtained from the following sources: The UN Year-
book of International Trade Statistics, Vol. 1, for data
on Trade by Country, and The International Financial
Statistics Yearbook (UN) for import/export data and
data on market/par rates.

Data transformation

The explanatory variables included in the model are
measured in different units. It is therefore important
to transform them to make data comparable. The
transformation procedures are as follows:

• The transformation of trade figures begins by
deflating, using the UK’s unit value of exports and
unit value of imports.

Tradei = ((US$ Exportsi/XU ) ∗ 100)

+ ((US$ Importsi/MU ) ∗ 100),

where XU = UK’s unit value of exports; MU
= UK’s unit value of imports; US$ Exportsi =

exports to country i in US$, and US$ Importsi =

imports from country i in US$.
• To obtain the real price on each route and the real

personal disposable income, the respective coun-
try’s Consumer Price Index (CPI) is used as the
deflator. Since both fares and personal income are
given in terms of the local currency, the deflated
figures are then converted to US$ using the market
exchange rates provided in the International Finan-
cial Statistics Yearbook.

Weighting procedure

Weights are used to reflect the influences of the fac-
tors at both ends of the route. In this research, the
weights used are the proportion of arrivals and de-
partures into and out of the UK of residents of coun-
try i and the UK, respectively (see the table below).
These proportions are calculated based on the average
of the number of passengers over a ten-year period,
broken down by nationality, arriving in/departing from
the UK. For example, visitor arrivals from Germany
are assumed to be German nationals, and visitors de-
parting from the UK to go to Germany are assumed to
be UK residents.

A similar procedure is applied by Rodriquez
(1981), who assigns a constant weight of 1/3 for Mex-
ico and 2/3 for the US, to reflect the proportion of trav-
ellers of each nationality in the forecast model of inter-
national traffic between Mexico and the US. The As-
sociation of European Airlines (AEA) uses the propor-
tion of sales in each country to derive the weights. In
this study, the weights (α1 and α2) are calculated based
on the average over a ten-year period (1982–1991) of
the number of visits abroad made by UK residents and
the number of overseas visitors to the UK by air, as
published in Business Monitors (various years) (CSO)
on Overseas Travel and Tourism. The following are the
weights obtained by route:

ROUTE α1
a α2

b

UK–Germany 0.50 0.50
UK–Sweden 0.32 0.68
UK–Italy 0.65 0.35
UK–USA 0.38 0.62
UK–Canada 0.36 0.64

a The proportion of travellers of UK origin flying to
respective country i .

b The proportion of travellers of respective origin
country i travelling to the UK by air.

Then the weighted personal disposable income and
price were calculated as follows:

WI = α1IUKt + α2ICit ,

where WI is the weighted average of personal
disposable income of the UK and country i in year t ,
IUKt is the personal disposable income for the UK in
year t , and ICit is the personal disposable income for
country i in year t .

WP = α1LCit + α2CiLt ,

where WP is the weighted average of the return fare
for the UK–country i route in year t , LCit is the
median of the return fare for the UK–country i route



R. Fildes et al. / International Journal of Forecasting 27 (2011) 902–922 921
in year t , and CiLt is the median of the return fare for
the country i–UK route in year t .
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